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Approach

• UD is	derived	from	hybrid dependency-constituency	trees

– Paragraphs,	sentences	and	tokens	are	uniformly	split	across	all	layers	(CoNLL-U)
– Merging	is	based	on	the	document,	paragraph,	sentence	and	token	identifiers

• FrameNet annotations	are	added	on	top	the	underlying	UD

• The	PropBank layer	is	derived	from	the	FrameNet and	UD layers

• Semi-automatic	annotation	of	named	entities	(NE),	as	well	as	NE	linking

– Coreference annotations	are	added	afterwards,	on	top	of	NE,	consulting	UD if	necessary

• Draft	AMR graphs	are	to	be derived	from	the	UD,	PropBank,	NE and	
coreference layers,	with	the	potential	to	integrate	FrameNet	into	AMR

– The	semantically	richer	FrameNet helps	to	acquire	more	accurate	AMR	graphs



Balanced Data Set

• Aiming	at	a	medium-sized	corpus	– around	10,000 sentences

– Balanced in	terms	of	genres and	writing	styles,	and	lexical	units	(LU)

• Fundamental	design	decision:	a	text	unit	is	an	isolated	paragraph

• Representative	paragraphs	are	manually	selected	in	different	proportions	
from	a	balanced	10-million-word	text	corpus

– 60%	news	sources,	20%	fiction,	10%	legal	texts,	5%	spoken	language,	5%	misc.

• Our	goal	is	to	cover	1,000most	frequently	occurring	verbs

– The	number	of	LUs	(verb	senses	w.r.t.	FrameNet	and	PropBank	frames)	will	be	larger
– Around	10	example	sentences	per	LU	(on	average)
– Paragraphs	are	selected	based	on	verbs	they	contain,	not	randomly
– Curators	are	constantly	updated	on	the	current	balance	/	imbalance	of	the	corpus



UD	– Universal	Dependencies



UD	– Universal	Dependencies



CoNLL 2017	Shared	Task

• Latvian	among	the	big treebanks
– ar,	bg,	ca,	cs,	cs_cac,	cs_cltt,	cu,	da,	de,	el,	en,	en_lines,	en_partut,	es,	es_ancora,	et,	eu,	fa,	fi,	fi_ftb,	

fr,	fr_sequoia,	gl,	got,	grc,	grc_proiel,	he,	hi,	hr,	hu,	id,	it,	ja,	ko,	la_ittb,	la_proiel,	lv,	nl,	nl_lassysmall,	
no_bokmaal,	no_nynorsk,	pl,	pt,	pt_br,	ro,	ru,	ru_syntagrus,	sk,	sl,	sv,	sv_lines,	tr,	ur,	vi,	zh

• Labeled	Attachment	Score	(LAS)



• Categories	(MUC	+	AMR):	person,	organization,	GPE,	location,	product,	time,	event,	and	entity

• Statistics	(outer/inner):	1005/16	person,	808/57	organization,	593/200 GPE,
329/5	time,	193/24	location,	69/1	event,	64/1	product,	68/0	entity		(3129/304)

Named	Entities



Named	Entities



Semantic	Frames



From	FrameNet	to	PropBank

Current	statistics	(FN):
• 5093	annotation	sets
• 319	frames
• 871	lexical	units

ToDo:	evaluation	(SRL)



Availability

• https://github.com/LUMII-AILab/FullStack (to	appear)

• Under	a	CC	BY-NC-SA	4.0	license

• More	details:

– Normunds	Gruzitis,	Lauma Pretkalnina,	Baiba Saulite,	Laura	Rituma,	Gunta Nespore-
Berzkalne,	Arturs Znotins,	Peteris Paikens.	Creation	of	a	Balanced	State-of-the-Art	
Multilayer	Corpus	for	NLU.	Proceedings	of	the	11th	International	Conference	on	
Language	Resources	and	Evaluation	(LREC),	May	2018

– Normunds	Gruzitis,	Gunta Nespore-Berzkalne,	Baiba Saulite.	Creation	of	Latvian	
FrameNet	based	on	Universal	Dependencies.	Proceedings	of	the	International	
FrameNet	Workshop	2018:	Multilingual	FrameNets and	Constructicons,	May	2018


